Mdisc

Data Integration Support Center

WesteEd®

2024
July

Building a Secure Generative
Artificial Intelligence Environment

for Research Use

Intoday’srapidly evolving digital landscape, public
agenciesareincreasingly turning to generative
artificial intelligence (Al) technologies to enhance
knowledge management, streamline operations,
and deliverinnovative solutions that benefit citizens.
Innovative tools like ChatGPT and Microsoft’s Copilot
are already being deployed by some forward-
thinking agencies.

Whileitis tempting toimmediately beginintegrating
Alinto datasystems,itisimportanttorememberthat
there are limitations towhat Al can do. These powerful
capabilities come with substantial responsibilities,
particularly for public entities that operate under

stringentregulatory frameworks and are held to high
standards of public trust. To harness the potential of
Alwhile safeguarding against the misuse of sensitive
data, inaccurate conclusions, orunfair biases, estab-
lishingarobustinfrastructure with strict guidelines
and governanceisimperative.

This spotlight provides an overview of WestEd’s
implementation of a Secure Al Environment, including
therisks, benefits, and effort of the implementation, to
inform your organization’s discussions on Al. The Data
Integration Support Center (DISC) strongly recom-
mends that prior toimplementing any new technology,
including Altools, you have a solid understanding of
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therisks, governance, benefits, challenges, staffing
considerations, training, and specific use cases for
your organization. To have productive conversations
about how to effectivelyincorporate Alinto data
systems,itis crucial to beginwithunderstanding the
different types of Al; exploring the specific use cases
thatyour organization may be considering; and devel-
oping a strategy thatincludes anhonest assessment
of the maturity of your data, systems, and staff skills to
supportand scale thistechnology.

DISC cansupport public agencies with facilitating a
structured discussion and assist with strategy forma-
tionto ensure your organization builds afundamen-
tally sound foundation forAl.

WestEd’s Use Case

WestEd staff, bothinternal and client-facing, increas-
inglyrequested both accessto and use of unvetted
externaltoolsto streamline theirwork and create
efficiencies. These tools, however, had potential data
integrity and securityissues. While seniorleadership
saw valueinthe use of such tools, there were ongoing
concerns aroundintellectual property, datause and
ownership, and equity and biasin existing Al tools.

Inoneinstance, a WestEd employee was traveling to
facilitate an on-site meeting with aclient. As the only
project staff able to attend the meeting, she sought
solutions that would allow herto both facilitate the
meeting and take meeting notes. The employee
requested the use of Zoom’s Al note-taking assistant
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torecord notes while she facilitated the meeting.
While WestEd’s Information Technology (IT) depart-
ment and Data Protection Office had not previously
evaluated the use of Zoom’s Al tools, thisrequest
prompted areview aligned with WestEd'’s established
procedures. Following multiple requests forthe use
of various Al-based tools, WestEd’s IT leadership
recommended the establishment of aninternal
secure Alenvironment. To achieve this, itwas neces-
sarytoembark onaprocess that would thoroughly
assessthe potential uses of Altools and address
ongoing concerns, aprocess that would clearly
outline the benefits, efficiencies, costs, andrisks
associated with the use of Alin WestEd’s work.

Overview of WestEd Secure
Al Environment

The formation of WestEd’s Secure Al Environment
isnotjustatechnologicalupgrade;itis a strategic
imperative that ensures responsible utilization of Alin
the agency’swork. The WestEd Secure Al Environment
currentlyincludes accesstobothaninternal ChatGPT
and anisolated data lake enclave with network-iso-
lated, secure Al tools forresearch use.

The WestEd Secure Al Environment uses a
two-pronged approach toimplement data security,
datacompliance, and ethical Aluse. This approach
uses both avirtualized isolation computing envi-
ronment and secure enterprise Al services deploy-
ments, as well as Azure Active Directory Single Sign
forauthentication.
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Authorized end users access the WestEd Secure Al Environment

through Azure Virtual Desktop from theiragency-issued,
encrypted devices. The virtual desktop provides access to

WestEd Secure Al

the WestEd Secure Al Environment, whichis populated with Al

servicessuchas

Environment Two-
Pronged Approach

o Azure OpenAlBot Services foruserinterface configurations;
1. Azure Virtual Desktop

creates virtualized desktop e Microsoft Machine Learning Studio forML model creation;
environments that allow users o . . _
o Artificial Intelligence Services, whichinclude Computer
to securely access WestEd’s L -

. Visionimage recognition;
Secure Al Environment from

various devices orlocations. e Azure Cognitive Services for Alengine components;

Azure Al Service provides a set e StataandRStudio fordataanalysis;
of secured services, including ,

. . o AzureFilesformanaged secure storage;
the predominant Machine
Learning models, withaccess e Microsoft Copilot for Al Services Desktop Integration; and

isolated to authorized end users. . . .
e Secure ChatGPTmodels forpromptengineeringandinfor-

mation services.

Figure 1. WestEd’s Secure Al Environment
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Benefits

The advent of Al could transform the researchlandscape, offering unprecedented capabilities to analyze
complexdata setsand uncovernew insights. Theimportance of building an environment that ensures accuracy,
privacy, andreliability is paramount. The necessity of having a secure Al environment forresearchers cannot be
overstated becauseit stands as the safeguard against a multitude of risks and ethical concerns.

Safety and Reliability

WestEd’s Secure Al Environment provides a safe andreliable space for the experimentation and deployment
of Altechnologies to fosterinnovation andresearch due to acombination of technological safeguards, ethi-
cal frameworks, and governance protocols that are putin place to protect against various risks associated
with Al deployment.

Inoneinstance, anemployee beganusing an unvetted Al note-taking and transcription tool for virtual meet-
ings. While the employee only intended the Al tool to be used in one meeting, they soon found the Al-botinall
of theirmeetings, with access to their calendars and email and with no clear way toremove the Al. Even with
seemingly benigntools for note-taking, the Al tool allowed the organization’s proprietary datatobe usedin
external Alprogramming that may be disseminated to unknown parties. While in thisinstance the organiza-
tion’sinformation wasrelatively benign, theseissues are compounded when access includes confidential or
private information.

Figure 2. Components of Safety and Reliability

Data Security Robust Infrastructure
Encryption Redundancy
Dataatrestandintransitis encrypted Systems are designed withredundancy
to prevent unauthorized access and to avoid single points of failure and to
to ensure that sensitive informationis ensure continuous operationevenin the
securely transmitted and stored. face of hardware or software failures.
Access control Backup and disasterrecovery
Strong authentication mechanisms and Regularbackups and awell-defined
role-basedaccess control ensure that disasterrecovery plan ensure that
only authorized individuals canaccess systems can be quickly restoredinthe
the Al systems and data. event of dataloss oracatastrophic

event.

Data anonymization

Whennecessary, personally identifiable
informationisremoved orobscured to
protectindividual privacy.
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Model Integrity and Reliability

Model validation

Almodels are thoroughly tested and validated

foraccuracy and performance before

deployment and are based on WestEd’s own

proprietary data.

Bias detection and mitigation

Systemsinclude processes fordetectingand
mitigating biasin data setsand algorithms to
ensure fairand unbiased decision-making.

Continuous monitoring
Al systems are monitored continuously for

performanceissues oranomalies, allowing for

immediate corrective actionsif needed.

Transparency

Interpretable models

Effortsare made touse orcreate Al
models that areinterpretable and
explainable, providing insightsinto how
decisions are made.

Documentation

Comprehensive documentation of Al
systems’ design, data sources, and
decision-making processesaidsin
understanding and trust.

Quality Assurance

Testing and auditing
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Compliance and Ethics

Regulatory compliance

Secure AlEnvironments are
designedto comply with allrelevant
laws andregulations, including data
privacy laws like GDPR and sector-
specificregulations like HIPAAfor
health care.

Ethical guidelines

Ethical considerations are
integratedinto the design

and operation of Al systems,
aligning with principles such as
transparency, accountability,
andfairness.

Human Oversight

Human-in-the-loop

Systems are often designed to
include human oversight where
critical decisions are concerned,
allowing forhumanintervention
when necessary.

Training and education
Personnel are trained to
understand and manage Al
systemsresponsibly, ensuring
they canrespond appropriately to
anyissuesthatarise.

Regulartesting and auditing of Al systems help identify vulnerabilities, ensuring that the

systems are secure and functioning asintended.

Feedbackloop

Mechanisms for feedback allow for continuous improvement of Al systems, increasing their

reliability overtime.
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By integrating these practicesinto the design, imple-
mentation, and operation of Al systems, WestEd’s
Secure Al Environmentis not only safe from cyber
threats and databreachesbut alsoreliable interms of
performance and ethical considerations. This holistic
security approachis essential forfostering trust
amongusers andinterest holders and forensuring the
sustainable deployment of Al technologies.

Protecting Intellectual Property

Public agencies alsoneed to considerdatathatare
notnecessarily personally identifiable but that still
needtobe protected because they are proprietaryin
nature. Considereducation assessmentitems, which
include questions and prompts usedin standardized
assessments. Maintaining the confidentiality of
assessmentitems helps maintain the integrity and
validity of the standardized assessment, allows for
reuseinfuture assessments, and prevents cheating.
Utilizing publicly available generative Al tools to assist
staff with modifying orenhancing assessmentitems
may resultinthose items becoming widely available.
Thiswouldresultin damaging the integrity of the
assessments or potentially allowing those items to be
used forcommercial purposes.

To mitigate that type of risk, WestEd’s Secure Al
Environment protects the agency’sintellectual
property by controlling the data entering the system,
limiting access to users through established controls,
and maintaining audit trails. Additionally, because the
Almodelitselfisthe agency’sintellectual property,
these safeguards protect their proprietary algorithms
fromunauthorized access ortheft. This ensures that
valuableintellectual assets remain confidential and
protected, contributing to the long-terminnovation
and competitive advantage of WestEd.
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Figure 3. Components of Protecting
Intellectual Property

C

Data Protection

Secure Alenvironmentsimplement
advanced encryptionand data
anonymization techniques to protect
the underlying data that could
contain proprietary or confidential
information.

Access Controls

@

Through strictaccess controls and
authentication protocols, only autho-
rized personnelcanaccess Almodels
andthe datathey process, reducing
therisk of IP theft.

Model Security

Almodelsthemselves canbe consid-
eredintellectual property. Secure
environments use measures like code
obfuscationand modelencryptionto
preventreverse engineering.

Audit Trails

Maintaining detailedlogs of data
accessand modeluse helpsintrack-
ing any unauthorized attempts to
access|P and provides evidence for
legalrecourseif necessary.
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The combination of these measures protects
WestEd’sintellectual property through the full life
cycle associated with Al systems, frominitial devel-
opment to deployment and operational use.

Supporting Equity

WestEd’s Secure Al Environment supports equity by
ensuring that the benefits and protections provided
by Al are distributed fairly and without bias. All the
informationusedin WestEd’s Secure Al Environment
was based onthe agency’s owninformation. This
limited quality errors arising from unauthenticated
dataandensured that the foundational data for the
Al algorithms limited biases. WestEd’s development
teamwas transparent andinclusive in their deci-
sion-making, which allows users to understand how
the Almodel makes decisions and to ensure those
decisions are fairand equitable.

Forexample, Altools can be used to mitigate the
culturalandracial biasesinthose same protected
assessmentitems. Large language models canbe
used toidentify phrases orwords that have differ-
ent connotations for different groups of students.
Generative Alcanbe usedtorephrase assessment
items to meet culturally diverse test takers. Because
the agency controls the foundational data for the
underlying algorithms, staff can ensure the data
usedto trainthe Almodel are as diverse andrepre-
sentative as possible. This helps prevent the model
fromlearning and perpetuating biases presentin
the unauthenticated data. Additionally, applying

de-biasing techniques during data preprocessing or

model training, such asreweighting, resampling, or

modifying the learning algorithm, can help reduce the

influence of biases.
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Figure 4. Components to Support Equity

Bias Mitigation

Secure Alenvironmentsincorporate
tools and methodologies for
identifying and mitigating biasesin
Al algorithmsto ensure that the
models are fairand equitable.

Transparency

These environments prioritize
making Al decisions transparent and

understandable tousers, whichis
crucialforensuring equityin
Aloutcomes.

Diverse Data Sets

To promote equity, secure Al
environments emphasize the
importance of using diverse and
representative data setsto train Al
models, avoiding skewed results that
could perpetuate inequalities.

Byintegrating these components, WestEd’s Secure Al
Environment works to mitigate inequality and discrim-
ination to support equitable decision-making.
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Ensuring Compliance With Regulations

Authorized and unauthorized disclosures are central
conceptsrequiredinmany privacy regulations. As
articulated earlierin this brief, there are no guaran-
tees of where data are shared or stored in standard

Al configurations. Most public agencies, such as
WestEd, house confidential data as required by

state orfederalreportingrequirements. As such,
compliance withregulatory requirements and stan-
dards, such as the Federal Risk and Authorization
Management Program (FedRAMP), the Family
Educational Rights and Privacy Act (FERPA), and the
Health Insurance Portability and Accountability Act
(HIPAA), were required features of WestEd’s Secure
Al Environment, ensuring that sensitive informationis
safeguarded and data are handled according to legal
and ethical guidelines. Both technicaland administra-
tive measures designed to protect sensitive dataand
alignwithlegalrequirements are key components of
WestEd’s Secure Al Environment.
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Figure 5. Components of Compliance
with Regulations

I Adherence to Standards

Secure Alenvironments are designed

to comply with existing data protec-
tionlaws (such as GDPR, HIPAA, etc.)
and Al-specificregulations, ensuring
that Alapplications meetlegal
standards.

Regular Audits

Implementingregular security audits
and compliance checks helpsiniden-
tifying any potentialregulatoryissues
and addressing them proactively

Data Governance

Strongdata governance policies are
putinplaceto manage the collection,
storage, and processing of data,
ensuring compliance with data
protectionand privacy laws.

Continuous Monitoring

Al systems are continuously monitored
forcompliance with ethical guide-
lines andregulatory requirements,
adaptingto any changesinthelegal
landscape.

This combination of components ensures that
WestEd’s Secure Al Environment operates within the
legal framework established forthe use and protection
of the datawithin the model.
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How the Data Integration Support Center Can Help

The establishment of a secure Al environment,
such asthe WestEd Secure Al Environment, is
crucial forpublic agencies to harness the poten-
tial of Alwhile ensuring data protection, privacy
compliance, trust-building with interest holders,
intellectual property safeguarding, and overall
ethical utilization.

The Data Integration Support Center(DISC) at
WestEd can facilitate productive conversations
and assistinresponsibly leveraging the power of
Alforyourintegrated data system. DISC offers
technical assistance to public agencies free of
cost. Forms of technical assistance that DISC can
provideinclude

© 2024 WestEd. Allrightsreserved.

providing expertise onthe scope and variety
of Alto support dataintegration efforts;

developing use cases that leverage Al tools
aligned with the state’s strategic priorities;

conducting neutral, external assessment of
the maturity of yourintegrated data system
and capacity to support and scale Al tech-
nologies; and

facilitating structured discussions to develop
afoundationforthe use of Alinyourinte-
grated datasystem.

Aproject of LuestEd @

WestEd.org
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WestEdis anonpartisan, nonprofitagency thatconducts and appliesresearch,
develops evidence-based solutions, and provides services andresourcesinthe
realms of education, humandevelopment, andrelated fields, with the end goal
of improving outcomes and ensuring equity forindividuals frominfancy through

adulthood. Formoreinformation, visit WestEd.org.
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