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PRACTICAL CONSIDERATIONS <o .

Modern generative artificial intelligence (GenAl)relies
on pretrained models that learn associations from
vast amounts of text. While these models

perform well on general tasks, they often

struggle with specialized applications -

Z A

requiring domain expertise or 4

contextual understanding.

Fine-tuning—the process of

adapting pretrained models with
additional targeted training data—
offers organizations a powerful
method to enhance model

performance for specific use cases.

WestEdrecentlyimplemented a model fine-

tuning project withinits secure Al environment

toimprove the generation of Englishlanguage

arts (ELA) assessment content. Acompanion brief

titled “Fine-Tuning Modelsina Secure Al Environment:
Technical Implementation” details the technical
implementation process, including data preparation, model
training, and evaluation methodologies. That brief outlines how
WestEd fine-tuned amodel to generate assessment passages that
betteralignwith grade-level standards andincorporate appropriate
complexity while maintaining technical quality.


https://disc.wested.org/resource/fine-tuning-technical/
https://disc.wested.org/resource/fine-tuning-technical/
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Buildingonthatimplementation experience, this brief
captures keyinsights through a series of questions

and answers withmembers of the project team. Their
responses address common questions about fine-tuning
considerations, implementation challenges, andlessons
learned throughout the process. Theseinsights canhelp
technicalleaders evaluate whetherfine-tuning aligns
with theirorganization’s needs and guide implementation
planning for those pursuing similar projects.
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Before adopting any Al capabilities, organizations should
considerseveral factors. The DataIntegration Support
Center(DISC)recommends having a clearunderstanding
of therisks, governance, benefits, challenges, staffing,
training, and specific use cases for the organization.
These topics are coveredina previous brief titled
“Building a Secure Generative Artificial Intelligence
Environment for Research Use.” Additionally, DISC offers
support to publicagenciesinfacilitating discussions and

forming strategies to create a strong foundation for Al
implementation.

Q What are the shortcomings of pretrained models?

Like many technology solutions, pretrained
° models are designed to serve aBROAD RANGE

OF GENERALPURPOSES. Like the standard
software packages organizations often start with, these
models provide a foundationthat works adequately for
many basic needs, particularly inlow-stakes applica-
tions. However, just as organizations frequently need
to customize standard software for specialized needs,
limitations become apparentwhenthe pretrained model
must handle complex tasks thatrequire specialized
knowledge orhave significant consequences.

Ourexperience withassessmentdevelopmentillustrates
these shortcomings. While the pretrained model met basic
requirements, it STRUGGLED WITHTASKS REQUIRING
DEEPER CONTEXTUALUNDERSTANDING. This type of
struggle stems fromlimitationsin the model’s training data,
which oftenlack the specific content needed for special-
ized applications. When asked to performtasks beyondits
training data, the model may produce outputs that appear
plausible but could contain misleading, inaccurate, or false
inferences (“hallucinations”).

Q Why should organizations consider fine-tuning a pretrained model?

Fine-tuning offers organizations a powerful
° method for ENHANCING MODEL

PERFORMANCE FOR SPECIALIZED TASKS
(Radfordetal.,2018).Inour case, WestEd wanted more
thoughtful, engagingreading passages, but the basic
model did not meet our expectations. By introducing
carefully selected examples to the model, particularly
from content not available in public datasets, organiza-
tions cansignificantly improve the quality of the outputs

andreduce problematic behaviors such as hallucinations.

Inourexample, providing better examples of reading
passages helpedthe modeldevelop new, task-specific
connections thatimprovedits performance forour
particularuse cases.

Fine-tuningis particularly usefulin the following
circumstances:

e Thetaskiscomplexandhighly specialized, such as
making accurate and engagingreading passages for
specific grade-level ELA assessments.

o Thetaskincludes quality standards or output
requirements, such as meeting specific evaluation
criteria.

o Theenvironmentiscontrolled, suchasasecureAl
environment that limits what new information the
model canaccess andwhere the data are stored.


https://disc.wested.org/resource/building-a-secure-generative-artificial-intelligence-environment-for-research-use/
https://disc.wested.org/resource/building-a-secure-generative-artificial-intelligence-environment-for-research-use/
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Q What are the drawbacks of fine-tuning?

First, fine-tuningrequires SIGNIFICANT
° INVESTMENTIN RESOURCES,
INFRASTRUCTURE, AND EXPERTISE.The
fine-tuning processrequires substantial computing power
and storage capacity. Furthermore, models may need to

be updated andretrained to maintain performance as new
databecome available orrequirements change.

Second, fine-tuning carries TECHNICAL RISKS. The
modelmay struggle to adapt to the newinformation.
It may become overly specialized, performingwellon
the specifics but failing to generalize to new situations
orprompts. Finding theright balance requires careful
testing andvalidation.

Third, the success of fine-tuning depends onthe
QUALITY OF THETRAINING DATA. If the fine-tuning data
are not sufficiently representative of the target task, the
process may yieldlimitedimprovements. Organizations
must think carefully about whetherthey have the training
datathat willenable fine-tuning to meet theirneeds.
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Fourth, fine-tuning with proprietary or sensitive data
introduces SECURITY RISKS. Organizations must
implementrobust safeguards to protect the training
data, controlaccess,and manage how the model’s
outputs are used. Mitigating therisks oftenrequires
establishing a secure environment with the appropriate
controls and monitoring.

Recognizing that these GenAlmodels CONTINUOUSLY
EVOLVEisalsoimportant. Pretrained models’ ability to
generate accurate outputs should improve as the models
are trained onmore up-to-date dataand the models’
complexityincreases. Thisimprovement may make
fine-tuningunnecessary. If fine-tuning does notyield the
desiredresults today, it might work on othermodels or
perhaps not be neededin future versions. Some would
argue thatlarge language models (LLMs)may be too
large and cumbersome for specific tasks, preferring
smalllanguage models trained onvery specific examples
asthebest optionforbetterperformance.
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Q Why is evaluating the model important even after fine-tuning?

While fine-tuning often enhances the model, Effective evaluationrequires careful preparationbefore

it LIKELY DOES NOTSOLVEALL PROBLEMS. fine-tuning. Organizations should follow a structured

Evaluating the output helps determine whether evaluation process, whichwill help themunderstand
theimproved modelis truly performing betterand the trueimpact of their fine-tuning efforts and guide

uncovers any newissues that may have beenintroduced.  decisions about furthermodelrefinements:
Italso provides clarity onwhether additional fine-tuning
isneededto achieve theintended goals.

Establish
systematic
Develop Reserve a portion evaluation processes
success ofthedata thatinvolve
metricsin exclusively for humanreview
advance. testing. of the output.

Document Compare
improvements performance
andremaining against the original

limitations.

pretrained model.

Q Whatis the difference between training and testing?

Fine-tuningrequires splitting the available data

° into two sets: one for training the model and $‘ Training Examples

one fortestingit. This separationisneeded to

evaluate whetherthe modelhas truly learned to Usedtoteach the model
generalize patternsratherthan memorize specific

examples. Withoutit, organizations have no way to tell p
if the modelwill performreliably on new, similar tasks. —
This approachis similarto how teachers use one set of 0 e
problemstoteachaconceptandadifferent settocheck

forunderstanding. Successisnotabout repeating known

Testing Examples
Used to evaluate the model

answers;itis about applyingknowledge in new situations.
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The optimal split between training and testing data
depends onwhat data are available. Inthis assessment
use case,we had 60 ELA passages available forfine-
tuningandused an80/20 split: 48 passages for training
and 12 fortesting. We had multiple passages aimed at
different gradelevels and types of passages (literary
orinformational). Werandomly selected one passage
withineach grade level and passage type for the testing
data. While asmalltest setis betterthannone, having12
examples limited both the generalizability of the results
and the precision of performance estimates.

The ultimate guide forestablishing the training and
testing datasetsisto ensure that they represent excel-
lent examples forthe finaluse case of the GenAl. Inthe
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assessment context, thismeansincluding arange of
passage types, grade levels, andlevels of complexity
that matches the demands of the task. If the training data
aretoo narrow, such asincluding only literary texts, the
model may notlearn to generate stronginformational
passages. Likewise, if the test set doesnotreflect the
variety the model willencounter, it cannot provide a
reliable measure of performance. Assessing the training
andtesting datatounderstand the key characteristics
and how they align with the desired usage is animportant
step before using these data for training. While random
sampling oftenworks well, the inherentrandomness of
sampling does not guarantee that any single sample will
berepresentative.

Q Are there other approaches to improving model performance?

If fine-tuningis not feasible due to cost, time,
ordata constraints, organizations canuse other
strategies.

Retrieval-augmented generation (RAG)is one alter-
native strategy (Lewis et al.,2020). While both RAG

and fine-tuning aim toimprove model outputs using
additionalknowledge, they work differently. Fine-tuning
modifies the model by updatingits parameters through
additionaltraining. RAG, on the otherhand, keeps the
modelunchangedbut providesit with access to external

Fine-Tuning

Modifies the model by
updatingits parameters
through additional training

| %
s

Retrieval-Augmented
Generation

Provides access to external
knowledge that has been
indexed

e

knowledge thathasbeenindexed(i.e., tokenized, or
convertedinto asearchable format) for quick retrieval
during generation. Think of fine-tuning as teaching the
model new skills, while RAG is more like giving the model
areferencelibrary to consult.

Inourassessment development case, we tested RAG
by providing exemplary passages as reference material.
Unfortunately, thisapproach did notyield significant
improvementsin the passage quality comparedto the
base model. Simply retrieving examples may not have

Few-Shot Learning
Similar to fine-tuning but
requires only a handful of
exemplars

> Prompt Engineering

Optimizes how organizations
frame questions to the model
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provided enough structure orguidance forthe model
tointernalize andreplicate these features. Thisresult

suggests that ouruse case demanded deepermodel
adaptation, whichRAG alone was not able to support.

Anothertype of enhancementis few-shotlearning.
Few-shotlearningis similarto fine-tuning butrequires
only ahandful of strong examples. While it may not
significantly improve the pretrained LLM, it can help the
modelfocus onspecific designfeatures. Forexample,
if the output must be anumbered|list to be processed
by another system, few-shotlearning could provide the
needed structure forthe LLM to generate the outputin
anumbered list. Additionally, few-shot learning does
not demand the storage orcomputationalresources
required forfine-tuning, making it a cost-effective
solutionwhen the pretrained LLM performs the task well.

Prompt engineering can complement other model
customization strategies by optimizing howinputs are
framed, regardless of how the model was trained or fine-
tuned. Evenwhen an organizationuses fine-tuning to
adaptamodelto a specific task, effective prompt design
canfurtherimprove results by guiding the model toward
desired formats, tones, orstructures.
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Inasetup thatincludes fine-tuning, few-shotlearning,
and RAG, promptengineering plays acoordinatingrole.
Forexample:

e Withfine-tuning, prompt engineering ensures that
the model’s outputs remain consistent with how it
was trained, especially when applied to slightly new
tasks.

o Withfew-shotlearning, promptsinclude a handful
of examples thatreinforce formatting, style, or
domain-specific conventions without retraining the
model.

e  WIithRAG, prompts help the model know how to
incorporateretrieved content appropriately—such
as askingit to summarize, extract, orcompare
information from the context provided.

Eachapproachhas distinct advantages andlimitations.
Prompt engineeringis generally more accessible,
few-shotlearning canbe cost-effective to learn specific
output structures,and RAG enables knowledge
integration without model modification. However,

these approaches may not be as effective as fine-tuning
forspecialized applications such as ourassessment
developmentuse case.

Q What ongoing maintenance is required for fine-tuning?

Werecommend REGULARLY EVALUATING THE

MODEL'S OUTPUT to ensure that the model

continues to performasintended overtime. If the
taskremains stable, such as extracting data from consis-
tently formatted tables, additional updates may notbe
necessary. However, if the task changes, bettertraining

databecome available, ornewerbase models offer
improved capabilities, revisiting fine-tuning can help
maintain orenhance performance. Ongoing monitoring
also helps detect performanceissues early and should
be partof an organization’s broader governance plan for
managing Al systems.

Q How long did implementing the fine-tuning take? What was the estimated cost?

The fine-tuning process timeline DEPENDS
o PRIMARILY ON DATA PREPARATION ratherthan

the actualmodel training. In our experience,
preparing high-quality training data—including
collection, cleaning, formatting, and validation—took

approximately 2 weeks of staff time, while the actual
fine-tuning computationrequired only 3to 5 hours.

Costisdetermined by the NUMBER OF TOKENS
PROCESSED, not simply the count of examples. Tokens
are the text fragments the modelreadsinternally (often
parts of words). Most providers charge by token count,
not file size orexample count. Forexample, OpenAl’s
GPT-40 model currently costs $3.75 per million tokens
forfine-tuning (as of February 28,2025).
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To estimate costs beforehand, an organization cantoke-
nize its training data before submission. Ourreading and
writing assessment project with 48 examples converted
toabout 62,000 textunits forthe Al to process (tokens),
whichwe ranthrough the system three times (three
epochs), using approximately 186,000 text units total for
training. This total resulted in a fine-tuning cost of around
adollar.
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Of course, organizations should factorinnotjustthe
fine-tuning costs but also the staff time for data prepa-
ration and evaluationwhenbudgeting fora fine-tuning
project. Finally, since LLMs continue to evolve quickly, the
return oninvestment for fine-tuning may change as newer
ormore efficient models become available.

Q What additional advice should organizations consider when exploring fine-tuning?

STARTWITHA CLEARPROBLEM

DEFINITION. Beforeinvestingin fine-tuning,

thoroughly document where the organization’s
pretrained modelfalls short, and ensure that fine-tuning
isthe mostappropriate solution. Not every performance
issue requires fine-tuning toresolve. Often, starting with
few-shotlearning, prompt engineering, ora RAG pipeline
before fine-tuningis cost-effective.

PREPARE THE DATA CAREFULLY. The quality of fine-
tuning depends entirely on the training data. Invest time
in collecting high-quality examples, ensuring that they
reflect theintended use case, maintaining consistent
formatting, establishing clear evaluation criteria, and
setting aside enough data fortesting.

LEARN MORE:

BEGIN SMALL AND ITERATE. Starting withamodest

set of examples allows organizations to testearly and
make adjustments before scaling up. However, starting
too smallmay notyield meaningfulimprovements. As a
general guideline, having around 50 high-quality, repre-
sentative examplesis often auseful starting point.

PLANFORTHEFULLLIFECYCLE. Fine-tuningisnota
one-time effort. Be prepared forongoing evaluation,
security monitoring, infrastructure costs, staff training,
and futureretraining as tasks evolve or better models
become available.

Technical Implementation Guidance

For detailedinformation about the technical process of implementing fine-tuning, see the companion brief
titled “Fine-Tuning Modelsin a Secure Al Environment: Technical Implementation.” This resource provides

comprehensive guidance on the followingissues:
e datapreparationandformatting requirements
e trainingprocedures and parameters

e testingandevaluationmethodologies

e implementationchallenges and solutions

e resultsandperformanceimprovements

Organizations considering similar projects will find practical technical guidance to support their

implementation planning.
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How DISC CanHelp

DISC at WestEd canfacilitate productive conversations and assist in the development of an
Al strategy foran organization’sintegrated data system. DISC offers technical assistance to
public agencies free of cost, including the following services:

providing expertise onthe scope and
variety of Altools to support data
integration efforts

developinguse cases thatleverage Al
tools and aligning those use cases to the

state’s strategic priorities
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