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TECHNICAL IMPLEMENTATION

Modern generative artificialintelligence (GenAl)
relies on pretrained large language models (LLMs)
that learn associations from vast amounts of

text to performtasks and generate content.
When public agencies want to implement
Al capabilities, they typically start by
evaluating commercially available
models, such as those from OpenAl,
Google, or Microsoft. These models

are pretrained on open-access,

publicly available information found
onthe web. Such off-the-shelf

models often perform well ontasks
forwhichinformationonthewebis
abundant. However, these models
canbelessreliable when handling
specialized tasks, context-specific
information, proprietary data, orrapidly

changinginformation.
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These limitations canresultin several problematic behaviors that affect the quality and
reliability of outputs, especially for public agencies:

HALLUCINATIONS occurwhenthe model
generates content or makes assertions that are

byincorrectly combining orextrapolating fromits
training data.

nonexistent, nonsensical, orinaccurate, often

Forexample, medical centersreportedincidentsinwhich
anAltoolusedtotranscribe patientinteractionsinvented
fictitious medical details, risking misdiagnosis (Burke &
Schellmann, 2024).

Inanotherinstance, an Al chatbot created to help small
businessesrepeatedly provided erroneous advice,
including advice that would lead to the businesses break-
ing the law (Offenhartz, 2024).

REPEATING PROMPTINFORMATION occurs
when the Almodel fixates on specific phrases or
elements fromthe input prompt, incorporating
themrepeatedly ortooliterally inits outputs.
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Forexample, aseniortechnologist onthe WestEd Al
teamwasworkingonadocumentabout amulti-state
collaborationand created aprompt asking for a separate
image of each state’s geographical shape encompassing
aunique state-specific feature. Theimage generated

was anunrecognizable/unnatural version of each state.
The technologist then simplified the prompt to ask for
one state and one feature, but the morphed state outline
consistently reappeared. Theresults created afeedback
loopinwhichthe Altoolrepeatedly reinforced certain
phrases orconcepts fromthe promptratherthangener-
atingnovel, appropriate content. This behaviorled to
unusable outputs.

INACCURACY occurs whenamodel provides

incorrect results ormakes erroneous decisions

becauseitwastrained ondatathatare flawed,
out of date, skewed, orincomplete. This behavior
oftenmanifests whenthe modellearns and amplifies
associations that perpetuate stereotypesorresultin
invalid conclusions that do not align with expert human
judgment.

Forexample, child welfare agencies discovered thatan
Altoolidentified adisproportionate number of Black
childrenformandatory investigations, conflicting with
experienced social workers’ assessments (Ho & Burke,
2022). The modelhadlearned and amplified problematic
associations, leading to systemically inaccurate risk
predictions.

Public agencies may be able to mitigate these limitations using strategies such as fine-tuning.

This brief outlines the technical process usedto
fine-tune a pretrained model within WestEd’s secure
Alenvironment, which limited whatinformationthe
model could access and controlled where datawere
stored, ensuring protection of sensitive information.
Theimplementation details andresults provide a
foundation forunderstanding the fine-tuning process.
Fororganizations thinking about their own fine-tuning
projects, acompanion brief titled “Fine-Tuning Models
ina Secure AlEnvironment: Practical Considerations”
addresses common questions about model selection,
datarequirements, evaluation approaches, and practical
considerations to help guide decision-making.

Before adopting any Al capabilities, organizations should
considerseveral factors. The DataIntegration Support
Center(DISC)recommends having a clearunderstanding
of therisks, governance, benefits, challenges, staffing,
training, and specific use cases for the organization.
These topics are coveredinacompanion brief titled

“Building a Secure Generative Artificial Intelligence

Environment for Research Use.” Additionally, DISC
offers support to public agenciesin facilitating discus-
sions and forming strategies to create a strong founda-

tionforAlimplementation.


https://disc.wested.org/resource/building-a-secure-generative-artificial-intelligence-environment-for-research-use/
https://disc.wested.org/resource/building-a-secure-generative-artificial-intelligence-environment-for-research-use/
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WestEd’s Use Case

1 Develop Initial Passages

The Assessment Research and Innovation (ARI) team at
WestEd wanted to exploreif they could develop text
passages foranEnglishlanguage arts (ELA) assessment
using GenAl. These passageshadtobe appropriate for
the grade leveland accurately assess ELA skills specified
by grade-level standards. The ARIteam also recognized
thatincorporating contexts that are relevant to students’
backgrounds and experiences can effectively engage
theminthe assessment (Parsons & Taylor, 2011).

When assessments are developed tointentionally
considerarange of students’ backgrounds and experi-
ences, researchers(e.g.,Landl, 2021; Evansetal., 2021)
claimthat suchassessments willbe seenas more effec-
tive and are likely to have a positive impact onacademic
and social outcomes. Forexample, suppose areading
passage mentions an elevator. Many students will think
of amachine that transports people betweenfloorsina
building, while some may envision a facility that stores
grain. Similarly, whenareading passage describesice
fishing, students fromwarmer climates may struggle to
visualize the activity, having never experienced frozen
lakes substantial enough to support people.

Additionally, students can have difficulty maintaining
engagementduring assessments, especially when ELA

2 Create Structured Prompts

Tobegin, the ARIteam worked closely with the
Assessment Design and Development team to develop
astructured prompt framework for generating text
passages forthe ELA assessment. The promptincluded
the targeted grade level, word count, reading complexity,
required content standards, and topic to consider. The
initial focus was oninformational ELA passages that could
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text passagesrequire several minutes toread, which
affects theirperformance (Elleman & Oslund, 2019).

ELA passage development takes substantialamounts of
time for content specialists. The workincludes drafting
apassage catered to standard-specific questions. For
example, passages thatincludeinference-type ques-
tions are written differently than passages thatinclude
questions that are meant toidentify specific facts about
the passage. Inaddition, cross-referencing and verifying
facts to ensure that the passageisfactually accurate can
take significanttime.

The ARIteam expected that Al could help (Arslanetal.,
2024), but they also wondered if it would have difficulties
with this task. First, existing LLMs lacked exposure to
assessment-specific content, asELA passagesusedin
secure standardized tests are not publicly available and
thus were not part of the models’ training data. Second,
therequirement for context-rich passagesrepresenteda
novel approachinassessment development, suggesting
the models’ training data might notinclude sufficient
examples of this type of content. Infact, many assess-
ment developers aim for “neutral” passages devoid of
context.

support specific grade-level standards and questions
based onthose standards. The GenAlhad access to
WestEd’s passage and questionwriting standards devel-
oped by contentexperts. The GenAl also had access
tocommonly used state standards to aidinaligning
passagesto support these standards.
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3 Establish Success Criteria

The teamthen established evaluation criteria torate the
quality of the model-generated passages. The criteria
includedfactorssuch as the following:

© technicalrequirements: grade level-appropriate
vocabulary and syntax, word count and Lexile
text complexity statistics, alignment with content
standard, and appropriate length and structure for
assessmentuse

4 Evaluate Output

Next, with support from ELA content experts, the team
evaluated the model’s output against the criteria. The
resultsrevealed that the pretrained model performed
adequately onmany criteria but struggled with deeper
contextual elements. The passageshad manyissues
that prevented them frombeingusedinanassessment.
Forexample, the GenAl consistently produced text
that was too difficult forthe intended grade level and
generated word counts that were excessively high. The
ELA passages also contained awkward phrasing that did
not sound human, and the parameters from the prompt
were not always adhered to closely. Finally, in reviewing
theinformational content, errors or exaggerations were
identified that would need to be edited manually. The

5 Fine-Tune

Afewkey staff fromthe assessmentteamand WestEd'’s
informationtechnology team playedimportantrolesin
fine-tuning, including the following:

e AnAlspecialistwasresponsible forthe technical
process of fine-tuning. Thiswork included formatting
training data, preparing prompts and responses for
fine-tuning, and managing other data processing.
This specialist also understood model parameters
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© content quality: accurate and verifiable facts,
clearinternallogic and coherence, and appropriate
complexity and depth

© contentalignment: support for matching the
passage with questions aligned to specificELA
grade-level content standards

© studentengagement: relevant context forthe
targeted student population, age-appropriate
themes andscenarios, and clearconnectionto the
student’sreal-world experiences and backgrounds

team concludedthatthe modellacked exposure to the
specific types of contextually rich assessment questions
that are necessary for effective student engagement.
Thisresult highlights theimportance of background and
contextinthe pretraining phase needed to generate
engaging assessment questions that can accurately
measure the student’sknowledge.

With this limitationin mind, the ARIteam set out to fine-
tune the modelusing WestEd’s secure Al environment.
The secure environment offered one critical advantage: It
allowedthe teamtoincorporate proprietary assessment
contentinto the training process without risk of exposure.

andtrainingrequirements andimplemented the
fine-tuning process.

o Assessmentexperts evaluated andvalidated training
examples, ensured the quality of the fine-tuning
data, and tested the model’s outputs.

e Contentexpertsevaluated andvalidated the output
fromacontent perspective to support the writing of
questions forspecific grade-level standards.
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To fine-tune the model, the key staff followed a precise
technical protocol forthe data preparation and submis-

sion. ForOpenAl's GPT model, training data must be Trammg Examples

formatted as JSONL (JavaScript Object Notation Lines), Usedto teachthe

with eachline containing three critical components: model

e asystemmessage that definesthe model’s goal

e anexampleinput prompt thatrepresentsatypical f. TeStmg Examples
userrequest 0 ~> Used to evaluate the

¢ themodel’'sdesiredresponse that demonstrates the model

correct output

EachJSONLIlinerepresents acomplete training example,
teaching the model properresponse patterns. While
models canbegin showingimprovement with asfew as LEARN MORE:

Practical Implementation Guidance

10 well-crafted examples, significant enhancements are
typically observed with approximately 50 examples. The

numberneeded for fine-tuning depends onthe task’s Fordetailedresponsesto common questions about
complexity and the output’s desired specificity. For this implementing fine-tuning, see the companion brief titled
assessment developmentuse case, the team prepared “Fine-Tuning Modelsin a Secure Al Environment: Practical

48 carefully curated training examples for fine-tuning the Considerations.” Thisresource includes expert answers to
model. questions such as the following:

What are the shortcomings of pretrained models?

6 Compare Results Why should organizations consider fine-tuning a

pretrained model?
Once the fine-tuning was done, the team conducted a

comprehensive evaluation comparing the original model
outputs with those of the fine-tuned model. Testing Why is evaluating the modelimportant even after
revealed substantialimprovementsin three critical areas. fine-tuning?

First, the fine-tuned model generated passages with the Whatis the difference between training and testing?
potential for questions aligned to grade-level standards.
Second, the passages aligned betterwith grade-level
technicalrequirements, including appropriate word
counts and Lexile text complexity statistics. Third, the What ongoing maintenance is required for fine-tuning?
generated text more closely matched the desired format How long didimplementing the fine-tuning take? What
forthe specific use case forcontent developers. was the estimated cost?

What are the drawbacks of fine-tuning?

Besides fine-tuning, are there otherapproachesto
improving model performance?

. What additional advice should agencies considerwhen
Theseresults demonstrated that targeted fine-tuning

could effectively adapt a general-purpose model for R st e
specialized purposes, such as assessment content
creation. Although the fine-tuned model performed
betterinsome aspects, it stillhad difficulty incorporating
accurate student contextsin the final output. Additional
datamay be neededtoaidthe modelinproducing

accurate final text predictions.

Organizations considering similar projects will find
insights to support theirdecision-making process and
implementation planning.
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DISC at WestEd canfacilitate productive conversations and assist in the development of an Al strategy for
anorganization’sintegrated data system. DISC offers technical assistance to public agencies free of cost,

including the following services:

providing expertise onthe scope and variety of

Altools to support dataintegration efforts

conducting neutral external assessments of the
maturity of the integrated data system andits

capacity to support and scale Altechnologies

developinguse cases thatleverage Altools

and aligning those use cases with the state’s

strategic priorities
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